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ABSTRACT
This paper presents a high-level overview of Yahoo Research
Berkeley’s approach to multimedia research and the ideas
motivating it. This approach is characterized primarily by
a shift away from building subsystems that attempt to dis-
cover or understand the “meaning” of media content toward
systems and algorithms that can usefully utilize information
about how media content is being used in specific contexts; a
shift from semantics to pragmatics. We believe that, at least
for the domain of consumer and web videos, the latter pro-
vides a more promising basis for indexing media content in
ways that satisfy user needs. To illustrate our approach, we
present ongoing work on several applications which generate
and utilize contextual usage meta-data to provide novel and
useful media experiences.

Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentation]: Mul-
timedia Information Systems—Video; H.5.3 [Information
Interfaces and Presentation]: Group and Organization
Interfaces—Synchronous interaction; Collaborative comput-
ing ; H.3.1 [Information Storage and Retrieval]: Con-
tent Analysis and Indexing—Indexing Methods

General Terms
Design, Human Factors
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1. INTRODUCTION
People like video. In our homes, at the movies, or cradled

in our hands, flickering, glowing screens have the power to
draw us in, or at least divert our attention. But our love
affair with the moving image isn’t confined to the edges of
those screens. The things we watch spawn conversations.
These conversations extend to engage even those who never
saw the original media, people who learn about recorded
events in print, on the web, or from friends. Sometimes this
conversation unfolds in real time, as people join friends or
strangers in living rooms, bars, and movie theaters to share
the experience of watching.

In the past few years, the web has multiplied and en-
riched these kinds of conversations around recorded me-
dia. Video is not new to the web; numerous video content
providers have been streaming video content for almost a
decade. Until recently, however, the web was considered
to be simply another channel for distributing professionally
produced content to the masses. Its potential for enriching
the conversation around media was mostly ignored. Things
have changed, and the web is being recognized as a medium
for communicating about and doing things with live and
recorded video, instead of just a pipe for delivering it.

Today there are hundreds of web sites which allow users
to upload, watch, embed, share, and re-edit video. While
they make some copyright owners very uncomfortable, these
activities can be seen as extensions of the water-cooler con-
versations of previous eras. But where earlier conversations
consisted mainly of spoken or printed words, these new con-
versations are materialized in links, embed codes, server logs
and revision histories. As a result, what was previously
ephemeral can now be archived and curated, enabling com-
munities to create what Peter Lunenfeld has called “hyper-
contexts” for media [9]. These hypercontexts offer rich new
ground for research into and applications of digital media.

Examining community usage of text in order to better
organize and index that document is not a new idea. The
fields of bibliometrics and informetrics pioneered this ap-
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proach, looking at citation networks as a way of organiz-
ing scholarly works [4]. PageRank applied this idea to the
textual web, using hyperlinks to web pages to measure au-
thoritativeness [13]. Contemporary to PageRank, Bradshaw
et al. introduced Rosetta; a system for indexing research
papers using only citation text and not the source paper’s
content [2]. Systems like PageRank and Rosetta are success-
ful because they use the communicative context (hyperlinks
or citations) as a guide to significance, rather than focusing
solely on trying to understand the content itself (which is
meaningless outside of such context).

Much research into multimedia information systems, in
contrast, has focused on content understanding. While some
advancements have been made in using meta-data and closed
captioning information, there is a primary concern about
media which is unpopulated with rich annotation. Many re-
searchers seek to “close the semantic gap” by bridging the
low-level visual concepts identifiable using computer vision
algorithms and the high-level concepts used by humans. The
implicit assumption of this focus on semantics is that media
is best understood by looking at what it literally represents.
We suggest that media is best understood through the con-
texts in which it is used, and thus that research focus should
shift in focus from semantics to pragmatics.

2. FROM SEMANTICS TO PRAGMATICS
Content analysis plays an important role in content un-

derstanding. Being able to detect who or what was shown in
a given image, what was said in a region of audio, or where
sentence or scene boundaries occur is useful for understand-
ing the semantics of a piece of media. Having detailed meta-
data about the content within a media item enables users
to quickly navigate and segment the media into useful sub-
items that can then be shared with or consumed by other
users. The meta-data generated by content analysis will be
necessary in creating systems that enable us to capture the
context in which media is used. It is this usage that will
lead us to pragmatics.

We believe that to be effective, investigation of applied
media pragmatics must involve three related strands of re-
search: qualitative and quantitative analysis of media prac-
tices “in the wild,” design and prototyping of new kinds of
tools for using media in ways that generates useful informa-
tion, and research into algorithms for using this information
to organize and index media.

2.1 Media use in the wild
Any effort to develop tools and systems for improving or-

ganization of and access to media must be grounded in a
thorough understanding of how people are actually using
media. Much current research in multimedia information
retrieval has focused on the problem of identifying specific
people, places, or things being depicted or discussed. While
this may be useful for video editors searching stock footage
libraries, intelligence analysts reviewing foreign news broad-
casts, or security guards examining surveillance video, there
exists a wide array of media uses which do not fit into this
paradigm.

Take for example television news, a video domain which
has received an inordinate amount of attention from MIR
researchers. While there is high value in searching across a
large corpus of video for an entity or concept, the larger uti-
lization of these efforts are not applicable towards a greater

community. The question “Why do people watch the news
on TV or on the web?” must be investigated. It is not be-
cause they are looking for information on the specific topics
being covered by those news reports. Rather they are inter-
ested in what recent events have been deemed“newsworthy,”
regardless of the actual content of those events. Newswor-
thiness is a property of news video that is inherently social,
and cannot be determined through techniques focused on
video content alone. The shared viewing and discussion of
news video by a distributed community of viewers is what
makes it newsworthy. Failure to take into consideration this
social significance of news content has plagued designers of
news information systems for decades [3].

To avoid such oversights, technical research into multi-
media information systems should be accompanied by two
kinds of non-technical research. First is the investigation
of how specific communities are actually using media. This
should involve both qualitative research aimed at develop-
ing interpretive understanding of how media content takes
on layers of meaning as it diffuses through communities of
users, and quantitative research aimed at developing more
formal models of this diffusion process. Second is qualita-
tive examination of the media objects themselves, in order
to better their physical features and the kinds of meaning-
making processes they might afford. For example, much
work in MIR assumes that speech-to-text technology will be
generally useful, but examination of how language is actu-
ally used (or not used) in popular videos on the web calls
this assumption into question.

2.2 New tools for using media
A thorough understanding of people’s relationships with

media is a perquisite for successful design of tools for us-
ing media. The creation of new tools is critical for putting
media pragmatics to use. New tools provide new sources
of contextual information about media usage that can then
be used to organize and index that media. The invention
of web-scale hyperlinking provided not only a new tool for
authoring and navigating documents, but also a powerful
new source of information that could be used to rank search
results.

Likewise, tools on social media sharing sites that allow
users to comment on, rate, share, and create collections of
media are more than just attractive features; they are also
important ingredients for filtering and organizing media con-
tent. Even if only a small percentage of users actually utilize
these features [5], these few“power users” can generate value
for all users of the site through their activity.

But comments, ratings, shares, and collections are only
the tip of the iceberg. Better support for multimedia by
web browsers and plug-ins such as Adobe Flash has created
the opportunity to create systems that enable both rich in-
teraction and a constant stream of data about how media is
being consumed, shared, reused.

For example, where editing video was once an opaque pro-
cess confined to a single computer, with web-based video
editing that process can be made transparent, enabling sys-
tems to learn how different users make creative decisions and
how different kinds of content get reused or not. Ideally, a
virtuous circle forms: new tools make possible new ways of
using media, generating new kinds of information about the
social functions of media content, which can in turn be fed
back into the design of new systems.
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2.3 Media Organization
Perhaps the most difficult challenge for research into me-

dia pragmatics is figuring out how to usefully harness the
contextual information generated by new media tools. There
are three areas in which we expect this kind of data to be
useful: search, filtering, and presentation.

Improvements in search technology come with better un-
derstanding of the searcher’s intentions. While intentions
will never be transparently available, the information about
when, where and what people are doing when they are look-
ing for media can help quite a bit. For example, a user who
queries for images while using a web-based tool to author
a slide presentation is likely looking for images of a certain
resolution, that are not too visually complicated, and that
are thematically related to the rest of the presentation. This
kind of contextual information, as well as data on what kind
of features are shared by images that have been selected by
other slide presentation authors in the past, could be ex-
ploited to improve search results given this particular task.
Content-based retrieval techniques can provide some much
assistance into this particular search result tweak, but it
does not provide the whole solution.

Contextual and collective information can be used to fil-
ter media collections even in the absence of a query. This
is already occurring on sites like Flickr and YouTube, using
features like comments and shares. As these features expand
to include new and different features that provide more nu-
anced and finer-grained measures of interest in media items,
we expect this kind of filtering to improve.

Finally, logs of authoring processes and corpora of reused
media objects might prove useful for automating the pre-
sentation of queried or filtered media results. By identifying
syntactic patterns in the way certain kinds of media are
used by human authors, presentation engines could attempt
to emulate these patterns in automatically constructed pre-
sentations. For example, it may be possible to classify cer-
tain kinds of audio as “good background music” or certain
segments of video as “suitable for text overlays.” Of course,
better semantic understanding of media content is necessary
for fully automatic generation of high-quality presentations,
but simple syntactic patterns may prove to be very useful.

3. NEW EXPERIENCES
Advances in pragmatics in MIR means the creation of new

experiences with video. Currently, video that is found online
is mostly short form clips. In a four month study1of 1515
users sharing videos via Instant Messaging (IM), we find
that the clip durations range from 70 to 500 seconds (aver-
aging around 230.2 seconds per clip). This, in large part, is
due to YouTube’s popularity and their 10 minute maximum
video length. However, there is more video online or in the
world which is not on popular web services like YouTube and
is often much longer and unstructured. While, looking for
content structure or aligning meta-data (like closed caption-
ing) has some advantages, it is orthogonal to the web itself.
The web is about communication. Video as a medium of
communication remains unexplored as there exists few tools
to enable these new forms consumption and communication.
We will describe how we are changing the consumption and
usage of video from reuse to organization to sharing.

1Data collected from the Zync Plug-in for Yahoo! Messen-
ger. See section 3.4 for more details about this study.

3.1 Remixing
Cheaper bandwidth and disk space have fueled the growth

of web video. Faster processors and simple editing tools have
contributed to the mainstreaming of a “remix culture” in
which amateur video editors appropriate and re-create pop
culture media. Though these sorts of activities are not new,
what is new is the scale on which they are occurring. This
presents an excellent opportunity for research into commu-
nity behavior with respect to media reuse, and to explore
the creation of services that leverage this behavior.

To investigate these possibilities further, we developed a
web-based platform that allows users to select, annotate and
remix material from a shared media archive. An initial de-
ployment in association with the San Francisco International
Film Festival (SFIFF) provided a useful data set for analyz-
ing user behavior, which in turn led to many insights into
user behavior and the potential for leveraging community
annotation and remix data for a range of purposes, including
intelligent authoring assistance and identification of reusable
media. These findings are presented in detail in [14].

One advantage of allowing users to select and trim seg-
ments by hand (as opposed to doing this automatically) is
the resulting fine-grained statistics on media usage, unprej-
udiced by a priori shot boundaries. To facilitate analysis of
the data, we generated reuse histograms for each source me-
dia object. For each 0.1 second interval of the source media
object, we counted both the number of different remixes in
which the interval was used, and the total number of times
the interval was used (to reflect looping and other repetitive
usage).

Qualitative evaluation of the histogram curves yielded a
number of interesting patterns. As expected, peaks in the
histogram were correlated with points of high emotive en-
ergy. The histogram slopes indicate how reuse builds and
tapers off as energy builds and wanes. Figure 1 shows a typ-
ical example. The source media shot depicts a long zoom
toward three flirtatious girls, eventually focusing in on the
center girl, who suggestively puts a lollipop in her mouth.
The reuse histogram clearly shows an early peak at the point
where the three girls flip their hair, and then builds to the
main peak at the point where the lollipop is inserted.

As proxies for the emotive impact of media content, these
reuse histograms have a number of potential uses for source
media summarization and browsing. The amount of reuse
can serve as an importance score for selecting representa-
tive thumbnails. A scalable video skim could be produced
by only including frames above a certain usage threshold,
which could then be adjusted for zooming in on scenes of
interest. We also believe that these statistical patterns will
have utility for automatically trimming shots. An automatic
trimming algorithm that takes community reuse statistics
into consideration could trim in such way as to preserve
emotive peaks.

The platform developed for the film festival has provided
a solid base for further research into human-centered multi-
media. The data we gathered using the platform provided
detailed views of usage patterns beyond the basic searching
and browsing roles to which users have traditionally been
relegated. Furthermore, we were able to demonstrate that
this data can be used to develop emergent pragmatics for
the media being explored and reused, with implications for
new and improved media retrieval, browsing, and authoring
applications.
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Figure 1: Histogram peaks (counting frame re-usage
in a community remix application) are correlated
with points of high emotive energy. The source me-
dia shot depicts a long zoom toward three flirtatious
girls, eventually focusing in on the center girl, who
suggestively puts a lollipop in her mouth.

3.2 Community Chapters
Most online video is unannotated and unedited. While

many people are reluctant to edit a 10 second camera-phone
clip [7], there are still many archives of long duration content
that remain unsearchable. The major challenge, especially
with long form video, is in media organization. There has
been much work in automatic chaptering of content [8, 20];
we were interested if we could collect segmentation informa-
tion in a WIKI style collaboration.

In a study of video webcast tools, Toms et al. [17] noted
users perceived the greatest usefulness from a table of con-
tents (TOC) when assessing relevance and during summa-
rization. This was contrasted with the timeline, which was
generally noted as not useful. However, during summariza-
tion, users spent significantly more time using the timeline
over the other components. Users spent approximately 59
seconds spent using the timeline during a summarization
task versus time spent using the TOC (23s), the Power Point
Slides (31s), the video (30s), and the search box (30s).

At Yahoo!, we have a series of events called HackDay:
an innovation contest where participants are given 24 hours
to build a working prototype which uses web technology.
At the end of 24 hours, all the participants are given 90
seconds to present their ‘hack’ to a jury. This presentation is
recorded and made available online. However, the resulting
video is one monolithic video often running over four hours
in length and containing over one hundred presentations.

We noted that the individual hackers would generally know
how to locate their presentation (people remember if they
were in the middle or towards the end of the set of people
who presented around them). This list could be used to con-
struct a TOC of the hacks which could segment and chapter
the timeline. From this observation, we built HackDay TV2

(see figure 2), a system to support community chaptering of
content. To reduce the amount of time spent on the timeline

2See http://tv.research.yahoo.com/hackdayuk for a non-
editable demo of this application

Figure 2: HackDay TV: a community based chap-
tering tool for a 4 hour video.

Figure 3: Clicking Set Start Time adds the Hack to
the timeline for a 90 second duration.

searching for content, we designed a timeline which could re-
flect the TOC.

To make HackDay TV, we first acquired a list of hacks and
hackers. The list was put next to the 4 hour video. Using an
employee database, we posted each hacker’s photo next to
their hack. With 4 hours of video and a searchable list of 130
hackers, we created two problems. Hackers need to find their
hack in the list as well as on a timeline. To remove some of
the barriers in finding a hacker in the list, the list of hacks
and hackers can be sorted by title and author and easily
searched. Each hack entry has a Set Start Time button
(figure 3). When clicked, that hack is ‘dropped’ or populated
onto the timeline with a 90 second duration mark. Since
90 seconds represents a small portion of a 4 hour timeline,
call-out balloons (as seen in figure 5) were used to increase
visibility. A start time is listed in the hack’s list entry (figure
4) that can be “nudged” using the +/- buttons next to the
hack’s start time. The hack’s duration is set and cannot be
edited. A button marked Clear removes the hack from the
timeline (but leaves it in the TOC).

In HackDay TV, anyone can add listed hacks to the time-
line. We saw users who added several hacks (in many cases,
they added other people’s hacks but not their own). Addi-

Figure 4: The hack’s time can be ‘nudged’ using the
+/- buttons next to the hacks start time. The but-
ton marked Clear removes the hack from the time-
line (but leaves it in the TOC).
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tionally, we had no security restrictions in the application.
Anyone could edit, nudge, or remove from the timeline a
populated hack. In effect, the timeline becomes a social re-
flection of the TOC—enabling navigation and increasing its
usefulness during summarization.

The highest perceived usefulness of any component in an
interactive video system is the TOC, however research shows
users spend more time on the timeline [17]. HackDay TV
gives the starting point of the TOC but then directly links
that to the timeline. In our internal deployment, 60 percent
of the hacks were located within 1 week of launching the
application. A total of 22 users located 82 percent of the
hacks. 178 users have come back to view the application.

3.3 Social Sharing
Community chaptering solves a general indexing problem

with long form video content online. However, the aforemen-
tioned work of Page [13] and Bradshaw [2] described index-
ing content on how it was being referred to and not what
it contains. Recently, tagging has made several advances
in the multimedia research community [10] and on popu-
lar photo sharing websites (like Flickr). The effectiveness of
applying tags to an entire video file (regardless of length)
remains to be seen. In a video, people talk about certain
sections or moments where an event occurs: the memorable
part of a speech, the perfect goal kick, or when the cat falls
off the table. The annotation of segments of a video, gen-
erally referred to as a time-tag or a deep-tag, has been a
proposed solution. The time-tag is the first step towards
the taming of media in the wild, but it only addresses part
of the issue at hand; It is the sharing of the time-tag (and
their media segments) which will create a network of social
communication.

3.3.1 Time-Tags
With time-tags, annotation tags are applied to a point in

time in a video (like a bookmark) or to a segment of video
(setting a start time and a duration or a start and end time).
However, basic or time-tagging cannot be treated as com-
munication (as we have seen with hyperlinked structures).
A time-tag is simply a personal annotation. If the time-tag
is publicly visible, implicit communication can occur.

While tags are popular online [6], tagging time based me-
dia has been given little attention. Tags are generally ap-
plied to an entire video and not necessarily only a segment.
Time-tagging segments of media can be particularly pow-
erful for explanation (a common usage of tagging in other
media [1]). Deep tagging is needed to meaningfully anno-
tate video content, particularly long form content. More
importantly, time-tagging is essential for sharing.

In several informal conversations with lecture attendees,
we noticed viewers generally wanted to share only a small
segment of a lecture. In a one hour lecture, the part they
wish to share is under 5 minutes (often under 2 minutes).
From this, we built BrainJam TV: a video viewer which
allows people to trim out a small segment and share it with
a colleague. Instead of HackDay TV chaptering, individuals
can add tags to the timeline and set the intended duration.

3.3.2 Deep Sharing
BrainJam TV facilitates the sharing of segments of video.

The application prototype, figure 5, presents a standard
player and timeline with two new added features. First,

Figure 5: The BrainJam TV application displays a
list of personal tags (as labels) on the timeline as
well as a ranked list of shared segments.

there is an Add Tag button which puts a label and segment
on the timeline with a default duration (3 minutes). The du-
ration can be edited and tags can be added. These tags re-
main persistent and serve as personal notes and bookmarks
per user.

Each personal annotation, figure 6 is displayed with sev-
eral actions. A tag can be edited (changing its labels, du-
ration, or location) or deleted entirely. A tag may also be
shared. Sharing a tag is an explicit action that takes a pri-
vate annotation, makes it public, and sends it to another
user. Sharing prompts for a recipient email address(es) and
a comment to send along with a URL. The sent URL is a
link to the exact spot (and duration) in the source video.
This URL is much like a permalink in a blog—it provides a
direct access point to jump into a video and play the tagged
segment from a start point to an end point (both user speci-
fied). We refer to this process as deep sharing which enables
a small portion of a long video to be shared effectively. The
video segment becomes the mechanism of communication
between two individuals. This communication collects addi-
tional meta-data about the segment, retains the meta-data
of the entire source video, and collect meta-data from other
shares on the same source.

When viewing a video (or a share), we display all the
shares on the source video (as seen to the right of figure 5).
This list serves as a summary of the video. Not a sum-
marization of content, but a summarization of how people
are communicating this video with their colleagues. Pre-
vious research efforts would communicate areas of interest
by marking footprints [12, 11] (areas people have watched)
without annotation. Footprints only show you what region
has been seen by the community of users which provides a
summary via an indication of viewed regions.

BrainJam TV creates a succinct list of regions to watch
with small tag-based summaries—this is a change in the how
we think about community consumption and annotation of
video. The collection of time-tags and explicit shares cre-
ates a link structure of video segments. This structure shows
connections within and across media. In a body of technical
talks, a simple query can retrieve all the clips relating to a
single ’tag’ query. Moreover, we are beginning to investigate
how the overlapping segments of tags can be used to disam-
biguate semantic meaning (during clustering and retrieval)
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Figure 6: A time tag showing a set of text annota-
tions and the duration on the timeline. The tag’s
owner can edit, delete, or share the tag.

in video content as we have seen with other tagged content
online. [15]

3.4 Collaborative Viewing
The growth of online video has lead people to upload and

share videos. In some cases, the video is sent via link (like an
email or an instant message). Online chatting along with a
live stream or broadcast has become popular. While there is
only a single broadcast audio feed, distraction still occurs. In
a study, even with this added distraction, Weisz et al. [18]
showed people feel closer to each other and will enjoy the
media more if they can chat with others at the same time.

Other times, people will wait until their friend drops by
their home and show them the video in person. Many people
leave video clips on their cell phone to share with people they
might run into [7]. Aside from the distractions inherent to
listening to two concurrent audio streams at once [19], face-
to-face sharing provides a rich social engagement, one where
people discuss while the video is playing or pause and rewind
to review or talk about the funny or critical moments.

There are many applications which allow for group chat
during live streaming (like http://justin.tv and http://

operator11.com). In these applications, a stream is always
moving which prohibits long conversations. Additionally, a
few applications allow for chat with unsynchronized video
playback (YouTube Streams and http://meebo.com). Here,
conversation occurs but is not correlated with a given time
in the video stream. We built a multi-user video player that
stays in sync across locations and is integrated into Yahoo’s
Instant Messaging system, where millions of people already
converse across remote locations.

Zync (http://zync.research.yahoo.com) captures these
moments when people synchronously share video; one where
both viewers share the ‘remote control’ and can play, pause,
and rewind the video while chatting. During a conversa-
tion, a video player is ‘docked’ next to the text chat in an
IM window. Either participant can enter a video by typ-
ing a video URL from a popular video sharing site (Yahoo!
Video, YouTube, etc). The video loads for both partici-
pants and starts playback. This player always stays in sync
with the remote side. The control is completely open and

Figure 7: A synchronized video chat using Zync.
Here, the remote user (Ralph) pauses the video
when he asks a question. The local user (Ayman)
answers and resumes playback himself.

is not a master/slave relationship. In figure 7, the remote
user (Ralph) pauses the video when he asks a question. The
local user (Ayman) answers and resumes playback himself.
Zync’s model of interaction facilitates an interaction that is
similar to a face-to-face video sharing experience.

Unlike our previous prototypes discussed in this section,
Zync’s community collection is purely implicit. No sharing,
chaptering, or tagging component is present. Zync collects3

chat volume, emoticons, and scrub behavior from its IM
users. With this data, we have begun to examine sequence
behaviors across users and video URLs.

While this work bears similarity to that of Syeda-Mahmood
and Ponceleon [16] (who analyzed video browsing patterns
for key-frame generation), we are looking at these behaviors
in an IM context to see how the synchronous communica-
tion of shared video affects people’s sequence behaviors. In
addition to sequence patterns, Zync leads towards an under-
standing of overall sharing and communication behaviors in
this new medium. Zync examines both browsing behavior
and communication. Again, sharing and communication is
integrated in the pragmatics of our approach. Figure 8 shows
the aggregate activity (as a percentage) of 391 people shar-
ing (in pairs) a single, particular video using Zync. We can
see scrub behaviors (play, pause, and rewind) happen more
frequently in the first part of the video, while chat behav-
iors tend to become more prevalent in later parts. Figure 9
shows the same data as raw counts (so we can see that activ-
ity and users actually decreases over time). In these figures,
we depict chat as a boolean (chat or no chat). We use chat
volume as an additional feature, but it is not represented
here. With this data, we are looking towards modeling the
sequence behaviors across users to determine areas with a
high level of interest, which can be used for remixing appli-
cations and summarization.

3Users are presented the option to opt-in to data collection
upon first run.
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Figure 8: This chart shows the activity (as a percentage) of 391 people sharing a single video (in pairs) using
Zync, broken down by activity type.

Figure 9: Here we see the total volume of activity by second of the same video as seen in figure 8. These
counts are the number of users ‘doing something’ (like: chatting, pausing, etc.) at each second, not how
many were viewing at the second. (The volume of each atomic chat is not represented here.)
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4. THE FUTURE OF VIDEO
The new experiences we have presented are the beginning

of online social video. The tools we presented in this arti-
cle can benefit by adding existing techniques (using content
analysis) and can enable new forms of indexing (using social
networks) for future retrieval.

4.1 Content is People Too
While meta-data that comes from the user interaction

with the video is an important part of many of our sys-
tems, there is still a role for content analysis. Many tasks
people perform when interacting with our systems could be
greatly assisted by the addition of meta-data that comes
from content analysis. For example, the deep sharing task
requires the user to define a segment to be shared. While it
is cumbersome for the user to navigate to a specific frame
that defines a scene change boundary, this is a task where
content analysis has an established solution. When the user
is selecting a segment that they are interested in sharing,
the system can use the meta-data from a scene change anal-
ysis to suggest in and out points to the user. Likewise the
system could use moments of detected silence as suggested
segment boundaries.

Since our system architectures use meta-data from content
analysis in a similar fashion to meta-data that comes from
other users, the user is free to use or ignore the information
as it suits their task. The way we handle analysis meta-data
allows the user to determine what meta-data from which
analysis will best assist them in what they want to achieve.
This works in a similar fashion to how the user chooses to
accept or ignore the suggestions from other users in the sys-
tem and has large design implications for the future of video
applications.

4.2 Sharing People
People sharing media can be used to further ‘tune’ the

meaning of a segment of video. Within any larger organi-
zation, university or social network, there is a diverse set
of people which comprise the greater community. For each
video or segment sent, we take the sender and receiver into
account as another valuable piece of meta-data. We have
begun to investigate what it means to know the sender and
their recipients. Unlike collaborative filtering, our repre-
sentation changes the indexed meaning of the video and it
segments with usage. Integration into other online commu-
nities (like del.icio.us or Facebook) will be integral in this
approach. For any online community this will steer the me-
dia in new directions.

We have presented a new focus for how we think about
multimedia; one where communication is the center of se-
mantic context. This focus brings a new approach with the
study of pragmatics in the forefront—pragmatics will bring
semantics.
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